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Particle Swarm is a heuristic technique based on collective behavior of birds. 
Several researches depicts that the PSO suffers from untimely convergence. 
To defeat the issue of untimely convergence in PSO several solutions are 
proposed to increase the performance in term of accuracy. This paper 
suggests a new hybrid mutation operator which used Chi-square and stable 
distribution. The hybrid mutation operator leads the swarm from local 
minima to global minima for better solution. To validate the new hybrid 
scheme, a 12 benchmark optimization functions are used in experiment and 
compared the result with pervious 6 variants of PSO, proposed variant 
achieved better results than previous 6 variants. 
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1. Introduction

*Swarm Intelligence (SI) is a branch of Artificial
intelligence. The idea about Swarm intelligence was 
first presented by Beni and Wang (1989) cued by the 
mutual behavior of swarm-interaction. Various 
algorithm of Swarm Intelligence such as Particle 
Swarm Optimization, Fish Schooling Search, Artificial 
Immune System, Ant Colony Optimization, Bee 
Colony Optimization, Cat Swarm Optimization and 
Bat Algorithm etc. achieved good performance in 
different application areas. Most famous algorithm of 
SI is Particle Swarm Optimization and Ant Colony 
Optimization. 

Kennedy and Eberhart (1995) presented the idea 
of Particle Swarm Optimization. This algorithm is 
observed to solve the optimization related problems. 
PSO is a population based meta-heuristic technique 
which is stimulated by the social phenomena of 
birds. The flow chart of PSO is presented in Fig. 1. In 
particle swarm optimization, homogenous particles 
called agents or birds flying in the region for the 
optimal solution. These birds store their best 
positions locally and interact with each other to find 
the global best position in the search space and 
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change their positions according to following 
equation (Eqs. 1 and 2): 

velocityi
t+1=vi

t+c1*r1*(localbesti
t − positioni

t) + c2 ∗ r2 ∗

(globalbestt − positioni
t)  (1) 

Positioni
t+1=velocityt+1 + positiont  (2) 

Sometimes these particles realize that they found 
optimal solution in the search space. But actually 
they are suffering from untimely convergence and 
they stuck into local minima. However, the optimal 
solution is present somewhere else in the search 
space. To tackle the problem of untimely 
convergence researchers are being trying to develop 
various solutions to enhance the functioning of PSO 
in term of accuracy. This paper also presents a new 
solution to avoid the untimely convergence of PSO.  

The proposed paper is organized as, in Part 2, a 
brief review of related work is defined. Section 3, 
deals with proposed methodology scheme. The 
parameter settings, experimental results, and 
discussions on hybrid mutation jump strategy are set 
in Section 4. Lastly, Section 5 offers conclusion of 
new mutation scheme. 

2. Literature review

In previous epoch, a diversity of variation has 
been produced to increase the performance of PSO in 
terms of accuracy, global best, premature 
convergence etc. Many strategies such as introducing 
the concept of mutation operator, inertia weight and 
initialization were developed to tackle the problems 
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of PSO. However, in this research article only 
mutation based variants of PSO will be discussed in 

following section.  

 

 
Fig. 1: Flowchart of basic PSO Algorithm 

 
Higashi and Iba (2003) introduced a mutation 

operator based on Gaussian distribution to improve 
the performance of PSO. In the study, small ranges of 
benchmark functions were used and verified the 
results with and without mutation technique. 
Esquivel and Coello (2003) presented a mutation 
operator on multimodal benchmark function 
(Esquivel and Coello, 2003). 

Andrews (2006) examined the mutation 
operators for particle swarm optimization with 
fewer benchmark functions. Wang and Yong (2007) 
introduce a Cauchy mutation operator. The basic 
goal is to introduce the Cauchy operator to escape 
the PSO from local minima and to move towards the 
global minima. To validate the proposed technique 
unimodal and multimodal benchmark functions 
were used.  

Li et al. (2007) introduced mutation operator and 
crossover technique on global best particles to leads 
the swarm toward optimal solution. This technique 
implemented on 8 functions with less than 30 
dimensions.  

Krohling and Eduardo (2009) introduced hybrid 
jump on the bare bone PSO. The hybrid jump 
strategy uses Gaussian and Cauchy operator. To 
assure the performance of bare bone PSO with jump 
strategy, comparison of jump strategy is done with 
bare bone PSO. Through experiments it was proved 
the performance of bare bone PSO with hybrid jump 
is better than basic bare bone PSO. 

Zhan et al. (2009) introduced the adaptive 
mutation operator based on adaptive distribution. 
This operator jumped out the particles from local 

minima to global minima with the help of adaptive 
operator. To test the functioning of proposed 
technique, unimodal and multi modal functions were 
used. 

Wu and Min, (2009) demonstrated power 
mutation scheme on global best particles in 
2009.The aim to employ the power operator on 
global best particle to prevent the premature 
convergence. Results indicated that the power 
mutation PSO has better performance than other 
variants of PSO.  

Imran et al. (2011) presented a student T 
mutation based PSO which saves the particles from 
premature convergence and jumps out the particles 
from local minima to global minima for better 
solution. 

Imran et al. (2012) introduced the overview of 
different variants of PSO regarding performance of 
the algorithm. In 2013 Hashim et al. (2013) 
demonstrated the concept of student T mutation 
operator with opposition based PSO to prevent from 
premature convergence. Several benchmark 
functions were utilized to assure the performance of 
Opposition-based PSO with student t mutation. 

Hashim et al. (2013) presented a new operator 
using triangular distribution (Hashim et al., 2013). 
The aim to this distribution is to prevent particles 
form premature convergence. To validate the 
performance of new triangular mutation operator 
various benchmark function were used.  

Imran et al. (2014) introduced the Laplace 
mutation operator via Laplace distribution. It was 
also applied on global best particle which prevent 
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global best and other particles from untimely 
convergence. To validate this technique author 
applied the technique on 18 benchmark function. 
Through experimental study it was proved that the 
proposed technique is better than the previous 
versions of PSO.  

Though many alternatives have been developed 
to improve the performance of PSO in term of 
accuracy which prevents the particles from untimely 
convergence. However, there is still need to improve 
the performance of PSO and make PSO algorithm 
more efficient and energetic. 

3. Proposed methodology scheme 

In simple PSO, birds fly in the region and keep up 
its global best and local best particles positions. 
Occasionally particles trapped in the local minima 
due to untimely convergence and need of optimal 
solution which is present in global minima. So for 
this purpose there is need to lead swarm in to global 
optima for optimal solution. The new solution is to 
increase the performance of PSO in term of accuracy 
is the combination of two distribution named chi-
square and stable distribution which is named as 
HPSO. Using these two distributions, a random 
number is generated using Eq. 3 which employs on 
global best particle which mutate the particles from 
local minimum to global minimum. The flow chart of 
proposed methodology is presented in Fig. 2 (Eqs. 4 
and 5). 

 
𝑅 =  𝑠𝑡𝑏𝑙𝑟𝑛𝑑 (𝛼, 𝛽, 𝛾, 𝛿) + 𝑐ℎ𝑖2𝑟𝑛𝑑(𝑣))                (3) 
 
where, 

α: Stability Parameter  
β: Skewness Parameter  
γ: Scale Parameter  
δ: Location Paramter  
v: Degree of Freedom  
The hybrid distribution as follows: 
𝑚𝑢𝑡𝑎𝑡𝑒𝑑𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗

⋰ =  

{
𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗 − 𝑅(𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗 − 𝑥𝑙𝑜𝑤𝑒𝑟)   𝑖𝑓 𝑡 < 𝑟

𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗 + 𝑅(𝑥𝑢𝑝𝑝𝑒𝑟 − 𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗)𝑖𝑓 𝑡 ≥ 𝑟
  (4) 

 
while, 
 𝑥𝑙𝑜𝑤𝑒𝑟 = Minimum (𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗) and 𝑥𝑢𝑝𝑝𝑒𝑟  = Maximum 

(𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡𝑗), j=1, 2...D                                                        (5) 

 
where, 

(xlower , xupper):  the Lower and Upper boundary 
of region: 
r: random number  
t: t= (x − xlower)/(xupper-xlower). 
 
The proposed Methodology algorithm is as 

follows:  
Algorithm 1 

Hybrid PSO Algorithm 
1. Set out 
2. pop size=population size 
3. dim= dimension size 
4. Iter= set maximum iteration 

5. PSO runs= set PSO runs 
6. c1=c2= 1.4983 
7. while iteration<=maximum iteration 
8. for entirely swarm i 
9. Modify swarm i position through Eq. 1 
10. Modify swarm i velocity through Eq. 2 
11. END 
12. Modify the local particlesand global best 

particle in the swarm. 
13. Evaluate the new search boundary using Eq. 5 
14. Applying the hybrid mutation technique on 

global best by using Eq. 4 
15. if the fresh global best is more beneficial than 

old global best 
16. switch the global best with fresh one 
17. end if 
18. iteration =iteration+1 
19. end while 
20. close 

4. Experimental results 

To formalize the performance of suggested 
scheme, 12 benchmark functions were used in 
experiment given in Table 1. These functions are 
Sphere, Griewank, schwefel function 2, Conville, 
Ackley, Schaffer 2, Easom, Hump camel 6, Zarkharov, 
Drop wave, Alpine and Schwefel 2.22 Function. 
Identical parameter settings were applied on the 
overall process for true comparisons which are 
swarm size and number of PSO runs is 30. The three 
dimension sizes are 10, 20 and 30 along 1000, 1500 
and 2000 iterations. Linear decreasing inertia weight 
was used between ranges 0.4 to 0.9 and the c1 and 
c2 is 1.4983. 

4.1. Analysis 

The result analysis is performed on six different 
variants of PSO w.r.t mutation technique in Table 2. 
These variants are basic PSO, Adaptive Mutated PSO, 
Cauchy Mutated PSO, Laplace Mutated PSO, Power 
Mutated PSO and Student T PSO. 

The new hybrid mutated proposed technique 
achieved best result on 𝑓1 and 𝑓4, where iterations is 
1000 with 10 dimensions. However, by increasing 
the iterations and dimensions the performance of 
the proposed technique decreased.  

 𝑓2,  𝑓3 and  𝑓5 give good results on the proposed 
technique.  𝑓6 gives maximum accuracy with hybrid 
mutation technique. Overall same performance on 
 𝑓7 𝑎𝑛𝑑  𝑓8 with all other variants of PSO. The 
performance of  𝑓9,  𝑓10 ,  𝑓11and  𝑓12 are best on 
Hybrid mutation scheme. 

5. Conclusion 

The paper suggests another variant of PSO to 
improve the performance of PSO in terms of 
accuracy. It is concluded from the results that our 
new scheme performs better than other variants of 
PSO and helps to get better the performance in terms 
of accuracy. The suggested scheme works on global 
best particle which suffers from untimely 
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convergence and minimizing the fitness value. The 
hybrid mutation scheme employs on global best 
particles which jump out the particles from local 
minimum to global minimum.  
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Table 1: Results of PSO Variants 

 DIM ITERATION PSO PMPSO AMPSO STPSO CPSO LMPSO HPSO 

f1 10 1000 5.03E-53 2.53E-96 4. 18E-53 8.98E-98 I.73E-64 2.84E-97 1.5882e-120 

 20 1500 4.45E-17 4.66E-81 7.37E-17 2.96E-90 3.13E-27 5.72E-87 7.8756e-48 

 30 2000 I.79E-07 2.86E-65 I.66E-1O 7.09E-76 2.39E-14 9.19E-78 1.7591e-28 

f2 10 1000 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO O.OOE+OO 

 20 1500 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.1102e-16 

 30 2000 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 1.OOE+OO 5.3291e-15 

f3 10 1000 1.04E-11 1.76E-16 1.32E-11 6.19E-16 1.72E-17 2.06E-17 O.OOE+OO 

 20 1500 5.36E-01 9.70E-01 3.59E-01 3.12E-02 1.68E-02 4.64E-06 O.OOE+OO 

 30 2000 1.03E+01 1.62E+01 8.96E+00 6.75E-01 3.61E+00 4.07E-04 O.OOE+OO 

f4 10 1000 l.33E-03 - 1.08E-03 1.77E-06 1.08E-03 - 4.4945e-13 

 20 1500 8.24E-05 - 1.59E-04 1.33E-07 1.59E-04 - 1.30E+00 

 30 2000 1.50E-05 - l.3IE-05 1.56E-09 l.3IE-05 - 2.3568e-08 

f5 10 50 2.01E+01 2.01E+01 2.01E+01 - 2.01E+01 2.01E+01 2.289e-05 

 20 800 2.01E+01 2.01E+01 2.01E+01 - 2.01E+01 1.99E+01 1.7562e-06 

 30 100 2.01E+01 2.01E+01 2.01E+01 - 2.01E+01 1.90E+01 1.2082e-06 

f6 2 100 1.53E-07 4.532E-08 1.58E-08 - 1.46E-07 3.67E-09 0.00E+00 

 2 400 2.88E-12 4.57E-13 5.76E-13 - 6.67E-11 2.67E-16 0.00E+00 

 2 800 7.55E-15 3.06E-13 2.88E-16 - 4.33E-14 0 0.00E+00 

f7 2 100 -1.01E+00 -1.01E+00 -1.01E+00 - -1.01E+00 -1.01E+00 -1.01E+00 

f8 2 100 -1.04E+00 -1.04E+00 -1.04E+00 - -1.04E+00 -1.04E+00 -1.04E+00 

f9 10 1000 3.18E-17 6.53E-44 1.68E-17 - 2.11E-22 3.68E-46 1.0927e-84 

 20 1500 3.82E+02 2.45E+00 2.17E+02 - 1.45E+02 2.08E+0 1.5811e-98 

 30 2000 2.73E+03 2.57E+02 1.72E+03 - 1.49E+03 6.15E+2 3.3123e-11 

f10 2 1000 2.95E-13 8.09E-13 3.04E-14 - 2.16E-13 3.26E-12 -9.36E-01 

f11 10 1000 9.57E-08 3.66E-07 1.74E+03 - 5.88E-08 2.63E-15 0.00 E+00 

 20 1500 2.25E-01 4.5E-02 3.74E-01 - 8.64E-01 1.27E-14 5.0382e-14 

 30 2000 4.91E+00 1.94E+00 8.17E+00 - 7.67E+00 2.5E-15 0.00 E+00 

f12 10 50 2.15E+02 1.57E+02 1.64E+02 - 1.65E+02 1.93E+02 4.7838e-05 

 20 80 1.16E+02 6.41E+02 7.99E+02 - 7.54E+02 7.86E+02 3.3745e-06 

 30 100 1.13E+03 1.23E+03 1.36E+03 - 1.43E+03 1.22E+3 1.4215e-07 

 
Table 2: Test functions 

Name of Benchmark Functions 

Sphere Function: f(x) = ∑ xi
2d

i=1  

Griewank Function:f(x) =
1

4000
∑ xi

2n
i=1 − ∏ cos (

xi

√i
)n

i=1 + 1 

Schwefel Function 2:f(x) = maxi{|xi, 1 ≤ i ≤ n|} 

Conville Function:f(x) = 100(xi
2 − x2)

2
+ (x1 − 1)2 + (x3 − 1)2 + 90(x3

2 − x4)2 + 10.1(x21)2+(x4 − 1)2+ 19.8(x2 − 1)(x4 −

1). 

Ackley Function: f(x) = −aexp (−b√
1

d
∑ xi

2d
i=1 ) − exp (

1

d
∑ cos(cxi)

d
i=1 ) + a + exp (1) 

Schaffer 2 Function:f(x) = 0.5 +
sin2(x1

2−x2
2)−0.5

(1+0.001(x1
2+x2

2))2 

Easom Function: f(x) = − cos(x1) cos(x2) exp (−(x1 − π)2 − (x2 − π)2) 

Hump Camel 6: f(x) = (4 − 2.1x1
2  +  

x1
4

3
)x1

2 + x1x2  +  (−4 + 4x2
2) x2

2 

Zarkharov Function:f(x) = ∑ xi
2 + (∑ 0.5ixi

d
i=1 )2 + (∑ 0.5ixi

d
i=1 )4d

i=1  

Drop Wave Function:f(x) = −
1+cos(12√x1

2+x2
2)

0.5(x1
2+x2

2)+2
 

Alpine Function:f(x) = ∑ |xisin(xi) + 0.1xi|
n
i=1  

Schwefel 2.22 Function: f(x) = ∑ |xi| + ∏ |xi|
n
i=1

n
i=1  
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Fig. 2: Flow chart of proposed methodology 
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